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Recent progress in the semiclassical quantization of multidimensional molecular potentials is reviewed. We discuss quantization of multimode and resonant systems using the Fourier transform method and operator-based Lie transform perturbation theory, quantization in the multiresonance and chaotic regime using algebraic quantization and resummation techniques, and application of unitary group methods to the description of resonant dynamics.

I. Introduction

Recent experimental advances are providing information on the properties of highly excited vibration–rotation states of polyatomic molecules in unprecedented detail, and are revealing new and poorly understood spectral regimes (see, for example, ref 1). It is now possible to probe experimentally the dynamics of unimolecular species.
of electronic angular momentum around the nucleus was invoked to
derive the hydrogenic spectrum. A generalization of Bohr's
prescription was sought by Ehrenfest19 who, arguing that reversible
(adiabatic) transformations transformed allowed motions into
allowed motions, suggested that the so-called adiabatic invariants
or actions were appropriate quantities for quantization. Such a
procedure could be straightforwardly implemented only for
one-dimensional or separable multidimensional systems, leading
to the well-known Bohr–Wilson–Sommerfeld quantization condi-
tions.5,6 The latter quantization conditions were subsequently
justified after the emergence of wave mechanics through the
availability of computers to provide exact numerical solutions
quantization procedure for multidimensional systems. Einstein
depressed problem of the nature of quantum-classical correspond-
tion for multidimensional systems became feasible with
a single-valuedness condition on the multidimensional analogue
canonical quantization of good action variables inapplicable. The
canonical perturbation theory from celestial mechanics. Never-
theless, in their highest state of development these methods were
unable to effect a quantization of the helium atom,19 the well-
known failure of the Old Quantum Theory (for recent work on
this venerable problem, see ref 20).
In the remarkable analysis of Einstein,22 it was recognized that,
for quasi-periodic trajectories, quantization of ∫p dq along topo-
logically distinct paths on the invariant trajectory manifold
(invariant torus25) constituted a properly coordinate-independent
quantization procedure for multidimensional systems. Einstein
also noted that the existence of non-adiabatic, chaotic motions
(as found in the 3-body problem by Poincare23) rendered the
canonical quantization of good action variables inapplicable. The
deep problem of the nature of quantum–classical correspondence
in the irregular regime remains essentially unsolved up to the present,24 although there have been successful efforts to quantize
ergodic25 and mixing26 systems. (Both classical perturbation
theory27,28 and the method of adiabatic switching29 have been used
to quantize coupled oscillator potentials in the irregular regime,
cf. section IV.)

The work of Keller,30 in which Einstein's canonical quantization
conditions for quasi-periodic motions were deduced by imposing a
single-valuedness condition on the multidimensional analogue
of the WKB wave function, rekindled interest in the problem (for
a historical account, see ref 31). It is now customary to refer to
the EBK (Einstein,22 Brillouin,31 Keller30) quantization condi-
tions for good action variables. Implementation of EBK
quantization for multidimensional systems became feasible with
the availability of computers to provide exact numerical solutions
to the classical equations of motion, and Marcus and co-workers
were the first to apply the method to potentials of chemical in-
terest33 (for historical comments, see ref 34). There has sub-
sequently been an enormous amount of work in this area.35

The modern mathematical formulation of semiclassical theory
for multidimensional systems is due to Maslov,25 and accessible
accounts are available in the reviews of Percival18 and Delos.27
See also the work of Littlejohn36 on symplectically invariant
wavepacket methods.)

While it is apparent that semiclassical methods hold great
promise for the calculation of properties of excited states of
polyatomic molecules, there are formidable technical difficulties
to be overcome, which are intimately associated with the need for
a deeper understanding of the phase space structure of classical
nonlinear systems. The focus of the present article is on some
recent developments in the semiclassical quantization of multi-
dimensional systems of chemical interest. We discuss quantization
of multimode and resonant systems using the Fourier transform
method29,36–42 and operator-based perturbation theory,43–45 quan-
tization in the multiresonant and chaotic regimes using algebraic
quantization46–49 and resummation methods,46,47 and application of
unitary group techniques to the description of resonant dy-
namics.49 In keeping with the spirit of these feature articles, we
make no attempt to be comprehensive (extensive references to
earlier work are provided in ref 35, 39, and 40) but focus instead
on the contributions of our own research group. In particular,
we shall not discuss the many recent applications of the method
of adiabatic switching,29 which is the practical realization of
Ehrenfest's idea19 described above, or associated fundamental
studies of the validity of the principle of adiabatic invariance.50
This topic has recently been reviewed by Reinhardt.51 We note,
however, that a comprehensive review of semiclassical methods
for calculation of molecular properties is in preparation.9

To provide some background and motivation, we briefly discuss
the significance of classical resonances for molecular spectra and
dynamics in section II; together with the problems resonant motion
poses for semiclassical quantization. In section III we review the
Fourier transform quantization approach and its application to
multimode and resonant systems. Section IV discusses the use
of operator-based classical perturbation theory as an efficient
quantization method in the multimode case. Combining per-
turbation theory with algebraic quantization and/or resummation
techniques, it is possible to quantize systems in the multiply
resonant and/or chaotic regimes. In section V, we consider recent
progress in the application of unitary group methods to coupled
oscillator problems. Concluding remarks are given in section VI.
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II. On the Importance of Resonances

In the present context, the term "resonance" refers to a local frequency commensurability condition of the form \( \omega_0 = 0 \) (a generalized classical Fermi resonance\(^{52}\)), where, for a system of \( N \) degrees of freedom, \( \omega_0 = \partial H_0 / \partial \alpha \) is the vector of \( N \) zeroth-order action variables, \( H_0 \) is the unperturbed reference Hamiltonian (e.g., for the case of molecular vibrations, usually a set of \( N \) integers). It has long been known that resonances have a profound effect on the phase space structure of nonseparable systems, rendering resonant zeroth-order invariant tori unstable with respect to small perturbations.\(^{15}\) At the most fundamental level, the ubiquity of resonances in phase space is responsible for the divergence of canonical classical perturbation theory (the small-denominator problem\(^{11}\)). Qualitatively, resonances lead to gross changes in the appearance ("topology") of configuration space projections of invariant tori (if they exist\(^{15}\)), as illustrated in Figure 1. Figure 1a shows a trajectory for the 2-mode model Hamiltonian treated in ref 40, 53, and 54; it is continuously deformable into a rectangular boxlike\(^3\) trajectory characteristic of an uncoupled harmonic oscillator and is therefore nonresonant. The trajectory of Figure 1b, on the other hand, clearly cannot be deformed into a boxlike trajectory and is thus recognized as the configuration space projection of a resonant torus. From Figure 1b, it can be seen that a point on the resonant trajectory makes (approximately) three oscillations in the \( y \) direction, implying an underlying frequency commensurability \( \omega_0 = 3 \omega_0 \). We therefore refer in this case to a \( 3:4 \) resonance and in general to \( m:n \) resonances for 2 degree of freedom systems. Note that both trajectories shown in Figure 1 are quasi-periodic.

Why are low-order, i.e., small \( m \) and \( n \), resonances such as that shown in Figure 1b of importance for the semiclassical study of molecular spectra and dynamics? From the point of view of nonlinear mechanics, isolated classical resonances lead to the appearance of localized stochastic motions associated with the existence of homoclinic oscillations,\(^{15}\) while the criterion of overlapping primary resonances has been used to give a rough estimate of the onset of global classical chaos.\(^{55}\) For resonant tori, zeroth-order (e.g., normal mode) actions are no longer even approximately conserved along the trajectory,\(^{15}\) even when the latter is quasi-periodic. Resonant tori therefore correspond to stable patterns of motion for which there is extensive energy flow between the zeroth-order modes. Important examples abound (see ref 40 and references therein). For instance, the transition between normal- and local-mode behavior in ABA triatomics,\(^{56}\) dihalomethanes,\(^{57}\) and formaldehyde\(^{58}\) has been studied as the result of an isolated nonlinear resonance: when viewed from a local-mode perspective, normal-mode motions correspond to pronounced energy flow between the zeroth-order bond modes. A 2:1 bend/stretch (Fermi\(^2\)) resonance between the CH bond stretch and the CH wag has been identified as the primary mechanism for rapid energy flow out of excited CH bonds in benzene and is an essential first step in the explanation of apparent homogeneous experimental overtone line widths\(^{59}\) proposed by Sibert et al.\(^{60}\) (Recent studies have shown that initial rapid CH energy decay rates are sensitive to the form of potential coupling included in the Hamiltonian\(^{61}\)). 2:1 bend–rotation resonances have been shown to lead to extensive vibration–rotation energy flow in classical trajectory studies on rigid bender models\(^6\) and realistic triatomics.\(^{65}\) So-called sequential nonlinear resonances provide a mechanism for irreversible energy decay in multimode systems.\(^6\) Cantori,\(^5\) which are invariant sets characterized by highly irrational or antiresonant frequency ratios,\(^{66}\) are the vestiges of the most robust invariant tori of the uncoupled system and have been found to be bottlenecks to intramolecular energy flow in 2-mode models of collinear OCS\(^{68}\) and HeI\(^{58}\).

Resonant regions of phase space can be large enough to support quantum states (see Figure 2a), and the underlying classical resonances can dominate the morphology of the associated quantum wave functions.\(^{34}\) The correspondence can be seen particular clearly by using a quantum mechanical phase space representation, such as the Husimi transform\(^{69}\) (cf. Figure 2b, c).
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Resonant quantum states of the type shown in Figure 2a can act as bottlenecks to multiphoton pumping up a vibrational ladder. Transition moments between nonresonant and resonant states having different nodal structures are in general smaller than those between nonresonant states, and zeroth-order selection rules are violated.

Nonresonant classical systems with a small number of degrees of freedom can be semiclassically quantized by using any of the several methods developed during the past decade. In contrast, the complicated topology of resonant as compared to boxlike trajectories poses some severe practical difficulties for the imposition of the EBK quantization conditions. Methods recently developed in our laboratory, which are described below, enable resonant motion of arbitrary topology to be quantized. For discussion of the many other approaches to quantization of resonances, we refer to ref 35 and 40.

III. Fourier Method for EBK Quantization

The major practical difficulty in implementing semiclassical quantization for multidimensional systems involves the calculation (and possible nonexistence) of good action variables and imposition of the appropriate quantization conditions. In this section we describe recent progress on this problem using the Fourier approach. This method has proved to be a general and efficient technique for quantizing both nonresonant and resonant states of multimode Hamiltonians and has provided considerable insight into the phase space structure of such systems. The Fourier transform approach to EBK quantization is based on the fact that, for motion in quasi-periodic (regular) regions of phase space, coordinates and momenta can be expanded as convergent Fourier series in the angle variables \( \theta \).

\[
q(\theta, J) = \sum_k q_k(J) e^{ik\theta} \quad (1a)
\]
\[
p(\theta, J) = \sum_k p_k(J) e^{ik\theta} \quad (1b)
\]

where the angle variables evolve with time as follows

\[
\theta_\alpha = \omega_\alpha t + \theta_\alpha^0 \quad \alpha = 1, ..., N
\]

with \( \omega_\alpha \) the \( \alpha \)th fundamental frequency

\[
\omega_\alpha = \partial H(J)/\partial J_\alpha
\]

Note that the \( J \) are good action variables for the full Hamiltonian \( H \) and are assumed to exist, so that \( H = H(J) \) (at least locally). The \( \omega \) are then the actual (as opposed to zeroth order) fundamental frequencies of the motion: for an \( N \)-mode system, there are \( N \) fundamentals \( \omega_\alpha, \alpha = 1, ..., N \), but these are not necessarily in direct correspondence with the zeroth-order fundamentals \( \omega_0^0 \). This is the case for resonant trajectories, as will be seen below.

By virtue of the expansion of eq 1, the action integrals

\[
J_\alpha = 1/(2\pi) \int_0^{2\pi} d\theta_\alpha p(\theta) \omega_\alpha = 0
\]

can be expressed directly in terms of the Fourier coefficients \( \{q_k, p_k\} \)

\[
J_\alpha = \sum_k k_\alpha p_k - q_k
\]

This result simplifies in the case that the Hamiltonian \( H \) is of the form

\[
H = \sum_j \epsilon_j p_j^2 + V(q)
\]

(for example, harmonic oscillators coupled by an anharmonic perturbation) to

\[
J_\alpha = \sum_{\alpha'} G_{\alpha\alpha'} \omega_{\alpha'}
\]

with

\[
G_{\alpha\alpha'} = \sum_k k_\alpha |q_k|^2 k_{\alpha'}
\]

A 1-dimensional version of this remarkable formula was given by Heisenberg. The multidimensional case was derived by Percival in the context of a variational theory of invariant tori and has since been rediscovered several times. Percival proposed an iterative scheme for determination of the Fourier coefficients \( \{q_k, p_k\} \). However, the result takes on its full significance when it is realized that the required Fourier coefficients can be determined directly by Fourier transformation of trajectories.
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bation, combination and overtone peaks appear in the spectrum submitted for publication.

The relation is also invariant with respect to canonical transformations, so can be applied to both nonresonant and resonant40 motions.

For nonresonant trajectories, there are by definition no combinatory relations between normal-mode frequencies, and assignment of the classical power spectrum is straightforward. In Figure 3a, we show coordinate power spectra obtained for the 2-dimensional nonresonant trajectory of Figure 1a. The largest peaks in the individual coordinate spectra are each assigned to nonresonant fundamentals, \( \omega_n \approx 0.865 \) and \( \omega_m \approx 1.221 \), whose values are close to the zeroth-order frequencies \( \omega_{0} = 0.949 \) and \( \omega_{1} = 1.265 \), respectively. Since the \( x \) and \( y \) modes are coupled by a perturbation, combination and overtone peaks appear in the spectrum at frequencies \( \Omega = k \omega \), where \( k \) is a vector of integers.

The Fourier method has been applied to quantify a variety of nonresonant systems with up to 4 degrees of freedom. In Table I, we give a representative set of energy eigenvalues for the 4-mode system treated in ref 29b; quantal, adiabatic switching, and perturbation theory (see below) results are given for comparison. The FFT EBK energies are very accurate. (In fact, this system is resonant in order to apply the Fourier quantization method, it is necessary to resort to an interpolation or "resonance avoidance" procedure, cf. ref 29b.) The quantum eigenvalues of Neuberger and Noid, obtained by using a grid method, are apparently not converged with respect to grid size.

For resonant motions, the normal-mode frequencies are "locked" into a fixed integer ratio, as can be seen in the coordinate spectra shown in Figure 3b for the 3:4 resonant trajectory of Figure 1b. A detailed analysis of coordinate power spectra for resonances in 2 degrees of freedom has been given. In essence, for an \( mn \) resonance two new fundamental frequencies \( \omega_{m} \) and \( \omega_{n} \) appear.

**Table I: Energy Eigenvalues for the Four-Dimensional Hamiltonian of ref 29a**

<table>
<thead>
<tr>
<th>( N_1 )</th>
<th>( N_2 )</th>
<th>( N_3 )</th>
<th>( N_4 )</th>
<th>( E^a )</th>
<th>( E^b )</th>
<th>( E^{SPSC} )</th>
<th>( E^{d} )</th>
<th>( E^{d} )</th>
<th>( E^{d} )</th>
<th>( E^{d} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.2565</td>
<td>2.2533</td>
<td>2.2565</td>
<td>2.2566</td>
<td>2.2567</td>
<td>2.2562</td>
<td>2.2558</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.9479</td>
<td>2.9445</td>
<td>2.9479</td>
<td>2.9484</td>
<td>2.9479</td>
<td>2.9479</td>
<td>2.9479</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3.2455</td>
<td>3.2422</td>
<td>3.2455</td>
<td>3.2463</td>
<td>3.2465</td>
<td>3.2465</td>
<td>3.2439</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3.5347</td>
<td>3.5313</td>
<td>3.5347</td>
<td>3.5356</td>
<td>3.5350</td>
<td>3.5359</td>
<td>3.5208</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3.6358</td>
<td>3.6323</td>
<td>3.6358</td>
<td>3.6394</td>
<td>3.6395</td>
<td>3.6395</td>
<td>3.6395</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3.7805</td>
<td>3.7773</td>
<td>3.7805</td>
<td>3.7809</td>
<td>3.7809</td>
<td>3.7809</td>
<td>3.6371</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>3.9365</td>
<td>3.9331</td>
<td>3.9365</td>
<td>3.9365</td>
<td>3.9365</td>
<td>3.9365</td>
<td>3.9365</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>4.2141</td>
<td>4.2105</td>
<td>4.2140</td>
<td>4.2140</td>
<td>4.2140</td>
<td>4.2140</td>
<td>4.2140</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4.2298</td>
<td>4.2263</td>
<td>4.2299</td>
<td>4.2299</td>
<td>4.2299</td>
<td>4.2299</td>
<td>4.2299</td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>6.0511</td>
<td>6.0470</td>
<td>6.0511</td>
<td>6.0511</td>
<td>6.0511</td>
<td>6.0511</td>
<td>6.0511</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>6.1299</td>
<td>6.1257</td>
<td>6.1297</td>
<td>6.1297</td>
<td>6.1297</td>
<td>6.1297</td>
<td>6.1297</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>6.1440</td>
<td>6.1403</td>
<td>6.1440</td>
<td>6.1440</td>
<td>6.1440</td>
<td>6.1440</td>
<td>6.1440</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>6.1826</td>
<td>6.1787</td>
<td>6.1827</td>
<td>6.1827</td>
<td>6.1827</td>
<td>6.1827</td>
<td>6.1827</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>6.2301</td>
<td>6.2258</td>
<td>6.2299</td>
<td>6.2299</td>
<td>6.2299</td>
<td>6.2299</td>
<td>6.2299</td>
</tr>
</tbody>
</table>

* Eighth-order normal form, using Robnik's approximation (ref 44).
* Weyl quantization of normal form in \( \omega \) (ref 44). Symmetry preserving semiclassical (SPSC) quantization normal form of \( \omega \) (ref 44).
* Semiclassical quantization of a second-order nonresonant normal form by Saini (ref 93).
* Adiabatic switching (ref 29b).
* Fourier transform method (ref 39).
* Quantum mechanical eigenvalues, using a finite difference technique (ref 77).

---

in place of the nonresonant fundamentals, so that \( \omega'_l \sim \omega_0^2/m \sim \omega_0^2/\mu \) is the frequency of the \( mn \) periodic orbit at the center of the resonance, while \( \omega_0 \) is the frequency characteristic of the slow rotation of the trajectory around the resonant torus, and at the center of the resonance is just the stability frequency\(^{38} \) of the periodic orbit. For the trajectory of Figure 1b, \( \omega'_l = 0.292 \) and \( \omega_0 = 0.040 \). The assignment of spectral peaks using the resonant fundamentals is given in Figure 3b. It can be seen that the peaks fall into characteristic clumps centered around multiples of the fundamental \( \omega_0 \), reflecting a time scale separation of motion “along” and “around” the resonant torus. The Fourier method has been used to quantify systems with 1:1, 2:1, and 3:4 resonances; details are given in ref 40.

At present very little is known concerning the phase space structure of resonances in \( N \geq 3 \) mode Hamiltonians.\(^{79,84} \) The Fourier approach promises to be of great utility in studying and quantizing such systems.

Since it provides a direct route from trajectories to actions via the Fourier components, the Fourier method has great potential for obtaining highly excited vibrational states of small polyatomic molecules described by realistic potential surfaces.\(^{80} \) Work on this problem is in progress. (Eaker and Schatz have combined the Fourier quantization scheme with the Sorbie-Handy dynamical approximation to obtain energy levels for several triatomic molecules.\(^{82}\))

One caveat should be borne in mind, however: the Fourier approach for calculating good action variables will not work if the trajectory is chaotic. In that case, the Fourier transforms of long (several hundred periods) trajectories are “grassy.”\(^{83,84} \) and it is not possible to assign individual lines as combinations of a set of \( N \) fundamental frequencies. However, examination of coordinate power spectra of shorter segments (approximately 50 periods) of chaotic trajectories can provide valuable insight into the long-time dynamics (cf. ref 82). Typically, a variety of behavior is found. Such spectra can be grassy with many peaks (Figure 4a), reflecting a lack of regularity in the motion over the segment, or relatively clean and almost quasi-periodic in appearance (Figure 4b), corresponding to correlated or trapped motion (inside a resonance zone, for example). In this way, an intrinsic characterization of the phase space regions visited by a non-quasi-periodic trajectory can be obtained and long-time correlations in the dynamics elucidated.\(^{83,84} \)

The Fourier method is also being applied to the semiclassical quantization of rotation-vibration states.\(^{85} \) Frederick and McClelland have considered the EBK and uniform quantization of rotation-bending states for a rigid bender model of \( \text{H}_2\text{O} \),\(^{86} \) but no treatment of a full rotating-vibrating triatomic has been given. Such calculations for highly excited rotational states would be very helpful in interpreting spectra in systems such as \( \text{H}_3^+ \),\(^{9} \) for which quantum variational calculations are currently unable to obtain accurate rotation-vibration levels in the energy regime of interest.\(^{8} \) Insights gained from classical trajectory studies of vibration-rotation interactions of model systems\(^{82} \) are essential for successful quantization of vibration-rotation states. Use of the Augustin-Miller\(^{87} \) representation of rotational motion leads to the full vibration-rotation problem having only one degree of freedom more than the rotationless case. For example, a tridatomic can be treated as a 4 degree of freedom system whose quantization is quite feasible.

In addition to providing an efficient route to calculation of actions, determination of the Fourier components of trajectories provides, via (1), the numerical transformation to good action and angle variables, the so-called “topological paths” on tori (cf. ref 40). Using the numerical transformation to good angle variables, it is possible to define an ensemble of points (initial conditions) uniformly distributed on a quantizing torus, as required, for example, for quasi-classical trajectory studies of molecular collisions.\(^{89} \) Moreover, the transformation to angle variables is a direct parametrization of the “Lagrangian manifold” (torus) required to construct semiclassical wave functions in the theory of Maslov\(^{86} \) (cf. also ref 37).

Thus far we have only considered the calculation of primitive semiclassical eigenvalues using the EBK quantization condition (8). A uniform quantization of the Henon-Heiles system has been carried out using the Fourier method to determine an effective resonance Hamiltonian; for details, see ref 89.

It should be noted that the work of Marcus and co-workers\(^{81a} \) initiated the use of coordinate power spectra as a diagnostic for quasi-periodic and chaotic motions, while approximate determination of transition frequencies and intensities\(^{81b} \) has also been made using Fourier transforms of the dipole moment autocorrelation function for trajectories run at mean actions. However,\(^{88} \)

\(87\) Whittaker, E. A Treatise on the Analytical Dynamics of Particles and Rigid Bodies; Dover: New York, 1944.
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the idea of using Fourier transforms to calculate actions directly was not discussed in these papers.

IV. Operator-Based Perturbation Theory

In this section we discuss a second, trajectory-independent, approach that has been developed as a practical tool for semiclassical quantization of multidimensional systems based on the use of high-order operator-based classical perturbation theory.43-45,47,48 The basic aim of the method is to find a canonical transformation to new variables in terms of which the full Hamiltonian \( H \), considered to be perturbed with respect to the reference Hamiltonian \( H_0 \), is (to given order in the perturbation strength) in as simple a form as possible. The problem of transforming a Hamiltonian into normal form, i.e., eliminating the effect of a perturbation, is of course the fundamental problem of mechanics.23

In the absence of resonances, the normal form depends only on good actions, so that the equations of motion are trivially solved. The normalization algorithm of Birkhoff, modified as described by Gustavson to treat the resonant case, has been applied to semiclassical quantization of molecules following the work of Swimm and Delos.77 Once the transformation to good actions has been found, semiclassical energy levels can be calculated in a straightforward fashion by substituting quantizing values of the good actions (eq 8) into the Hamiltonian. For systems having exact or near resonances between zeroth-order frequencies, the transformed Hamiltonian will be a function of a minimal set of angle variables in addition to the good actions. A more elaborate uniform quantization procedure or matrix diagonalization is then necessary (see below).

Quantization via classical perturbation theory is in many respects complementary to the Fourier approach discussed in the previous section. One virtue of perturbation theory is that it yields global, analytical results for the transformed Hamiltonian as a function of the new actions. The method has achieved some unforeseen successes: in the uniform quantization of the Henon-Heiles system by Jaffe and Reinhardt using the Birkhoff-Gustavson normal form, it was found that accurate eigenvalues for highly excited vibrational states of a 2-mode system could be obtained even when the underlying classical motion is chaotic. The applicability of classical perturbation theory to obtain accurate semiclassical eigenvalues in the irregular regime is of both fundamental and practical significance, since it overcomes the restriction to the regular regime of many trajectory-based methods such as the Fourier quantization approach. As discussed by Reinhardt, use of finite-order perturbation theory effectively "smoothes over" chaotic regions of phase space, if they are sufficiently small.

From a practical point of view, it is clear that application of the perturbation theory quantization method to realistic systems with 3 or more degrees of freedom would be desirable. Further study of the performance of the method in the presence of chaos would also be of interest. However, the need to keep track of the huge number of terms generated when carrying out classical perturbation theory to high order in multidimensional systems has hampered previous work along these lines. Low-order results, on the other hand, are unlikely to be accurate at high energies or for very anharmonic systems.

To implement high-order classical perturbation theory for multidimensional systems efficiently, a special purpose numerical/algebraic manipulation program called PERTURB has been developed. Details of the program have been given elsewhere. Here we note only that it is written in C, has a very flexible modular structure, and makes extremely efficient use of CPU time and memory by dynamical allocation of storage and reuse of memory (dumping of intermediate expressions).

The program PERTURB is capable of implementing a variety of Lie-operator-based perturbation algorithms to very high order. These methods avoid the mixed variables (one old set, one new set) of conventional canonical perturbation theory and the associated functional inversion required to express new variables in terms of the old (cf. ref 28). Lie transform methods are currently being applied to a variety of physical problems.51

One very powerful algorithm we have applied in our studies is due to Dragt and Finn. This version of classical perturbation theory uses the exponential of a Lie operator (hence the term "operator-based" perturbation theory) to generate canonical coordinate transformations

\[ Z(x) = e^FZ \]

where \( x \) denotes the pair of old variables \((I, \theta)\), \( Z \) denotes the pair of new variables \((J, \Phi)\), and \( F \) is the Lie operator associated with the function \( f(x) \), defined by

\[ F(\cdot) = [f, \cdot] \]

where \( [\cdot, \cdot] \) is the Poisson bracket. It is most important to note that the inverse relationship is also given directly in terms of Lie operators:

\[ x(Z) = e^FZ \]

A key result is that a transformation of the form (12) leaves the Poisson bracket invariant and is therefore canonical. Moreover, any canonical transformation continuously connected to the identity can be written as a (possibly infinite) sequence of transformations of the form (12). The Hamiltonian in the new coordinate system, \( K \), is given directly in terms of Lie operators as follows:

\[ K(J, \Phi) = e^FH(\Phi, J) \]

In order to solve the problem of normalizing the Hamiltonian perturbatively, \( H \) must be written as a power series in a small parameter \( \epsilon \)

\[ H = \epsilon^0 H_0 + \epsilon^1 H_1 + \epsilon^2 H_2 + \ldots \]

where the reference Hamiltonian \( H_0 \) depends only on \( J \). A series of canonical transformations is then introduced, each of which eliminates the dependence of the new Hamiltonian \( K \) on \( \theta \) to one higher order in \( \epsilon \):

\[ K = \ldots \exp(\epsilon F_3) \exp(\epsilon F_2) \exp(\epsilon F_1) H \]

Defining \( H^k \) by

\[ H^k = \exp(\epsilon F_k) \ldots \exp(\epsilon F_1) H \]

and expanding in powers of \( \epsilon \)

\[ H^k = \sum H^k \epsilon^k \]

enables explicit equations for the \( H^k \) to be obtained in terms of the generators \( f_k \). The generators are chosen to simplify the transformed Hamiltonian to the maximum possible extent; in the absence of exact resonances, \( H^{\infty} \) can be chosen to be the angle-independent part of \( H^{\infty-1} \).

The above procedure can be implemented to provide an efficient route to the calculation of semiclassical eigenvalues for 2- and 3-mode systems for which the frequencies \( \omega \) are sufficiently far from resonance.43,44 Attempting to make the transformed Hamiltonian completely independent of the angles results in the presence of denominators of the form \( k \omega \) in the expressions for the generators \( f_k \). This is the famous "small denominator problem", which is responsible for the eventual failure of the classical perturbation scheme. Resonances or near-resonances between zeroth-order frequencies cause the perturbation expansion ultimately to diverge; it is found that high-order terms oscillate wildly while increasing in magnitude (Figure 5) and are of little
The rapid divergence of the unresummed eigenvalues is clearly seen, as is the relatively slow convergence of the resummed energy.

Table II: Energy Eigenvalues for the Near 1:1 Resonant Hamiltonian of ref 48

| N1 | N2 | EK | EW | EPSC | ENR | ENQ
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0.9996</td>
<td>0.9973</td>
<td>0.9996</td>
<td>1.0008</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1.9852</td>
<td>1.9827</td>
<td>1.9853</td>
<td>1.9913</td>
<td>1.9868</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1.9927</td>
<td>1.9900</td>
<td>1.9926</td>
<td>1.9981</td>
<td>1.9938</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>2.9415</td>
<td>2.9386</td>
<td>2.9417</td>
<td>3.1347</td>
<td>2.9435</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2.9623</td>
<td>2.9592</td>
<td>2.9622</td>
<td>2.9666</td>
<td>2.9638</td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>3.8743</td>
<td>3.8708</td>
<td>3.8745</td>
<td>3.8849</td>
<td>3.8768</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3.8927</td>
<td>3.8898</td>
<td>3.8926</td>
<td>3.9418</td>
<td>3.8946</td>
</tr>
<tr>
<td>0</td>
<td>4</td>
<td>4.7750</td>
<td>4.7705</td>
<td>4.7752</td>
<td>4.9236</td>
<td>4.7761</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>4.7905</td>
<td>4.7785</td>
<td>4.7930</td>
<td>4.9020</td>
<td>4.7931</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4.8908</td>
<td>4.8826</td>
<td>4.8909</td>
<td>4.8830</td>
<td>4.8924</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4.9563</td>
<td>4.9513</td>
<td>4.9560</td>
<td>4.9019</td>
<td>4.9568</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>4.9982</td>
<td>4.9937</td>
<td>4.9984</td>
<td>5.0108</td>
<td>4.9981</td>
</tr>
</tbody>
</table>
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may possess a number of invariants, i.e., mutually commuting operators that commute with it. For example, in the case of a single exact resonance, there are \( N - 1 \) invariants linear in the actions (number operators). Since the basis functions must be simultaneous eigenfunctions of these invariants, the resulting Hamiltonian matrix will be block diagonal with finite blocks. This procedure has been discussed in some detail for the case of an exact resonance in a 2-dimensional system by Robnik (using the Birkhoff-Gustavson normalization), who has also introduced an approximate version of the Weyl quantization rule to simplify calculations. We have generalized the method to treat nearly resonant terms and systems with more than two modes and have given a prescription for determining the linear invariants that label eigenstates resulting from the diagonalization.44 We have also introduced a hybrid quantization rule that gives accurate values for quantum mechanical splittings while reducing to the EBK expression for nonresonant systems.44

As the number of resonant or nearly resonant terms in the Hamiltonian increases, the number of invariants decreases until finally none remain. In that case, we are left with the problem of diagonalizing the transformed Hamiltonian in an infinite basis. Nevertheless, progress toward simplifying the Hamiltonian has been made even in this limit, as the transformed Hamiltonian is an effective operator in which all nonresonant interactions are eliminated to given order.

In Table III we give semiclassical eigenvalues for a 5-mode model system.29 One exact and three near-resonances were included explicitly in the transformed Hamiltonian;44 there was therefore a single invariant, resulting in a block diagonal Hamiltonian matrix. Even after inclusion of nearly resonant couplings, eighth-order perturbation theory results still exhibit a slight divergence. The eigenvalues were therefore Padé resummed by using the epsilon algorithm.77 The resulting energies for the lowest few states are in good agreement with the adiabatic switching results,29c while there are no other excited-state eigenvalues available for comparison.

The PERTURB package in combination with algebraic quantization and resummation methods is clearly a powerful tool for study of the semiclassical mechanics of multimode anharmonic potentials. Although PERTURB is at present limited to treating perturbed harmonic oscillator or Morse oscillator systems, vibration-rotation interactions could be included by using a mapping of the asymmetric rotor Hamiltonian onto a 2-mode harmonic oscillator.

It has been noted previously that Dragt-Finn perturbation theory is the classical limit of Van Vleck quantum perturbation...
Poisson bracket), they cannot all be simultaneously diagonal (in degrees of freedom, for example, the symmetry group is SU(2), symmetry than that of the potential energy alone, defined by the commutator (or Poisson bracket) relations satisfied and momenta that commute with the oscillator Hamiltonian.\textsuperscript{106} The unitary group includes transformations that mix positions and momenta and so represents a higher degree of freedom isotropic oscillator has the symmetry group \textsuperscript{49} SU(N).\textsuperscript{44} The unitary group approach to multimode resonant systems.\textsuperscript{49} Why not, then, simply apply high-order quantum perturbation theory to obtain eigenvalues for multimode vibrational Hamiltonians? Low-order Van Vleck perturbation theory is of course used in the traditional contact transformation approach to vibration–rotation spectra,\textsuperscript{3} as mentioned in the Introduction. The modular structure of perturbs is such that replacement of the Poisson bracket operation by a commutator enables Van Vleck perturbation theory to be carried out with the same degree of efficiency as Dragt–Finn. For the same problem treated to the same order the classical perturbation theory generates fewer terms, however, and is therefore simpler, since there are no difficulties with operator ordering. Using the Moyal bracket\textsuperscript{102} (the Weyl symbol\textsuperscript{30} of the commutator), we have derived convergent corrections to semiclassical perturbation theory in powers of \( \hbar \).\textsuperscript{103} It is thereby possible to compare the relative accuracy vs. efficiency of the two approaches and to examine the passage from semiclassical to fully quantal eigenvalues. Study of the convergence properties of both types of perturbation theory might also throw some much needed light on the fundamental problem of quantum vs. classical integrability,\textsuperscript{104} and could point the way to a rigorous "quantum KAM theorem."\textsuperscript{105}

V. Unitary Group Approach to Multimode Resonant Dynamics

In this section we discuss unitary group approaches to the study of resonant dynamics in multimode systems. We briefly describe some recent work on 2 degree of freedom m:n resonant systems,\textsuperscript{49} indicate some applications of these results currently under investigation, and discuss their possible extension to \( N \geq 3 \) mode systems.

It is well-known that the Hamiltonian of the \( N \) degree of freedom isotropic oscillator has the symmetry group SU(\( N \)), the unitary group in \( N \) dimensions, both in classical and quantum mechanics.\textsuperscript{\textsuperscript{106}} The unitary group includes transformations that mix positions and momenta and so represents a higher degree of symmetry than that of the potential energy alone, SO(\( N \)). In 2 degrees of freedom, for example, the symmetry group is SU(2), which is homomorphic onto the rotation group SO(3).\textsuperscript{106} One consequence is that the degeneracy pattern of the quantum levels of the 2-mode isotropic oscillator corresponds to the degeneracies of the irreducible representations of SU(2): 1, 2, 3, 4.\textsuperscript{\textsuperscript{106}} Underlying the global symmetry group SU(N) is the Lie algebra su(N), defined by the commutator (or Poisson bracket) relations satisfied by a set of generators, which are quantities bilinear in coordinates and momenta that commute with the oscillator Hamiltonian.\textsuperscript{106} Each generator is therefore a constant of the motion; since, however, the generators do not mutually commute (have vanishing Poisson bracket), they cannot all be simultaneously diagonal (in
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Figure 6. Angle parametrizations of invariant tori for the isotropic oscillator (see ref 49). (a) Angle paths for normal-mode action–angle variables. (b) Angle paths for the \( \Delta \) (normal mode) representation. (c) Angle paths for the \( K \) (local mode) representation. (d) Angle paths for the \( L \) (angular momentum) representation.

\[ \Delta = \frac{1}{2}(p_x^2 + x^2 - p_y^2 - y^2) \] (18a)

\[ K = xy + p_xp_y \] (18b)

\[ L = xp_y - yp_x \] (18c)

Each generator corresponds to a particular representation or choice of basis: normal mode (\( \Delta \)), local mode (\( K \)), and precessing normal mode (\( L \)) (see Figure 6). The work of Kellman\textsuperscript{107} has shown that the SU(2) symmetry analysis provides powerful global insights into the interrelations between the local- and normal-mode motions in 1:1 resonant oscillator systems. Thus, transformation coefficients relating normal- and local-mode quantum states can be written directly in terms of Wigner d-matrices.\textsuperscript{107} The classical su(2) algebra of the isotropic oscillator also turns out to be useful in the problem of semiclassical quantization via perturbation theory: in the Henon–Heiles problem, for example, a choice of diagonal generator \( L \) rather than \( \Delta \) renders the Hamiltonian diagonal to higher order in the perturbation strength than in the Cartesian representation.\textsuperscript{28,108} Farrelly has recently extended these
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considerations to the case of a 2:1 resonance and has outlined how to proceed in the general m:n resonant case.

In recent work on the SU(2) symmetry of 2 degree of freedom systems inspired by the work of Kellman and Farrelly, we have obtained explicit expressions for the canonical transformations from normal mode (A) to K and L tori and have verified that these correspond to the classical limit of the analogous quantum mechanical transformations. As an important extension, it has been shown that these results can be used to generate tori of appropriate topology for general m:n resonant systems. Thus, by mapping the (anisotropic) m:n resonant 2-mode oscillator onto an isotropic oscillator, an explicit transformation from normal-mode variables to resonant angle variables has been obtained. Analytically generated m:n resonant tori are shown in Figure 7 (2:1, Figure 7a; 3:4, Figure 7b; 3:1, Figure 7c). This work provides a solution to the problem in the implementation of the adiabatic switching approach to semiclassical quantization of multidimensional systems, namely, how to define an ensemble of initial conditions lying on a resonant torus of the correct topology. The quantal version of the classical transformation defines a resonant basis set that can be used in studies of quantum localization.

Of great interest is the possibility of extending the analysis of classical Lie algebras for isotropic and resonant anisotropic oscillators to the N ≥ 3 mode case. For N = 3 degrees of freedom, for example, the Lie algebra su(3) defines an appropriate set of actions and associated tori for describing resonant motion. If canonical transformations analogous to those obtained for SU(2) could be found, we would have an analytical tool for study of dynamics in 3 degrees of freedom. The complexity of the classical mechanics of the N ≥ 3 mode case is such that any insights obtained by using unitary group methods would be of considerable value.

VI. Summary and Prospect

In this article we have surveyed some recent developments in the semiclassical theory of multimode molecular bound states. Powerful methods are now available for EBK and uniform algebraic quantization of excited vibrational and vibration-rotation levels of small polyatomics described by realistic anharmonic potential surfaces. We conclude by indicating briefly some prospects for future developments and applications.

A recent major advance in the classical theory of intramolecular dynamics and unimolecular decay has been the application of ideas from the nonlinear dynamics literature concerning the origin of long-time correlations in the chaotic regime. Such long-time correlations are associated with the existence of phase space bottlenecks, which may be cantori, i.e., invariant cantor sets which are remnants of invariant tori that have broken up under a perturbation) or broken separatrices. Cantori act as leaky barriers to mode-mode energy flow in 2-mode systems, the least permeable barriers being associated with the most irrational (antiresonant) frequency ratios.

As discussed in section III, trajectory Fourier analysis can be extended to non-quasi-periodic trajectories. The power spectra of short segments reveal directly the existence of trapped or correlated motion extending over several periods and can be used to chart the passage of a trajectory from one trapping region to another as it wanders in phase space. This approach is currently being applied to investigate the nature of phase space bottlenecks in N = 3 mode systems.

We note finally that a fixed frequency version (as opposed to the usual fixed action constraint of canonical perturbation theory) of classical perturbation theory would be very useful for finding analytical approximations to phase space dividing surfaces (see also ref 112). An efficient high-order implementation such as PERTURB is required, as previous attempts to define approximate intramolecular bottlenecks have been unsuccessful. We are currently investigating adaptation of PERTURB to the fixed frequency case.
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